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Abstract

Economic theories of punishment focus on determining the levels that provide 
maximal social material payoffs. In other words, these theories treat punishment 
as a public good. Several parameters are key to calculating optimal levels of pun-
ishment: total social costs, total social benefits, and the probability that offenders 
are apprehended. However, levels of punishment are often determined by ag-
gregating individual decisions. Research in behavioral economics, psychology, 
and neuroscience shows that individuals appear to treat punishment as a private 
good (cold glow). This means that individual choices may not respond appropri-
ately to the social parameters. We present a simple theory and show in a series 
of experiments that individually chosen punishment levels can be predictably 
too high or too low relative to those that maximize social material welfare. Our 
findings highlight the importance of the psychology of punishment for under-
standing social outcomes and for designing social institutions.

1. Introduction

The criminal justice system is an expensive segment of modern society, but it 
has an important instrumental role: it helps ensure cooperation and social order. 
Since Becker (1968), there has been a large interest in the economics of crime 
and punishment (see Levitt and Miles [2007] for an empirically minded review). 
The Beckerian framework focuses on levels of punishment that yield optimal out-
comes, where the marginal (material) costs of punishment equal the marginal 
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(material) benefits of decreased crime.1 Thus, the Beckerian approach can be used 
as a normative theory of how to set punishment levels.

In many cases, however, levels of punishment in society are determined by ag-
gregating individual decisions. For example, voters change laws (directly or via 
representatives), juries composed of civilians deliver verdicts, and sometimes 
groups or individuals mete out social punishments themselves. In this paper we 
use experimental methods to ask two questions: First, do individual decisions 
about punishment respond to parameters that are important for setting Becker-
ian optimal punishments? Second, when levels of punishment are chosen by indi-
viduals, are socially optimal outcomes reached?

Researchers in the behavioral sciences have recently become interested in un-
derstanding human punishment behavior. In lab settings, where punishment 
is formally defined as the willingness to take actions that reduce the payoffs of 
 others, a large portion of individuals are willing to incur costs to punish those 
who act in inappropriate ways (Ostrom, Walker, and Gardner 1992; Fehr and 
Gachter 2000; Peysakhovich, Nowak, and Rand 2014), even when they have 
no personal stake (Fehr and Fischbacher 2004) or no possible strategic motive 
(Fudenberg and Pathak 2010). These findings suggest that individuals punish be-
cause they directly derive utility from reducing the payoffs of those who violate 
norms of cooperation.2 Studies in social neuroscience support this theory: activ-
ity in the brain’s reward areas during costless punishment can be used to predict 
punishment behavior in costly punishment situations (De Quervain et al. 2004), 
and reward activity is not visible when cooperative players are punished (Singer 
et al. 2006). We refer to this broadly defined set of individual motivations as cold 
glow, in reference to warm-glow theories of altruism in which individuals receive 
utility from the act of being cooperative beyond the final social consequences of 
cooperation (Andreoni 1990). Additional evidence suggests that the proximal 
mechanism that drives cold glow involves affective considerations: strong neg-
ative emotions are engaged when other individuals violate social norms (Xiao 
and Houser 2005; Fehr and Gächter 2002).3 Finally, research in moral psychology 
hints that this motive is very blunt.4 Taken together, this broad array of evidence 

1 There exist multiple channels by which punishment can increase cooperation: deterrence, spe-
cific deterrence, and incapacitation (Shavell 1987) are often mentioned. These economically moti-
vated analyses share a common thread: they each view punishment as a means to ensure social co-
operation.

2 Although there is considerable evidence that what constitutes a violation of cooperation norms 
appears to vary by society (Henrich et al. 2010; Herrmann, Thöni, and Gächter 2008) and can be ma-
nipulated in the lab (Peysakhovich and Rand, forthcoming).

3 Recent research in neuroscience (Sanfey et al. 2003; Knoch et al. 2006) suggests that both affec-
tive and controlled processes are important for punishment behavior, and Buckholtz et al. (2008) 
find that controlled processes might matter more in determining criminal responsibility, while af-
fective processes are more engaged when choosing magnitude of sanctions.

4 Cushman et al. (2009) asked individuals to play a modified dictator game in which the dictator 
chose between dice, with each die yielding different probabilities of fair or selfish allocations. After 
the die was rolled, recipients were allowed to punish or reward the dictator. The authors find that 
outcomes predict punishment or reward behavior by the recipients, while intentions (choice of die) 
have a smaller effect. In a similar vein, Coffman (2011) finds that when defection takes place via an 
intermediary, punishment behaviors are reduced.
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raises the question of whether individual punishment decisions will be reactive to 
changes in more abstract parameters, such as the probability of apprehension or 
total social costs and benefits. If not, aggregates of individual punishment behav-
iors might not result in optimally deterring levels of punishment and may indeed 
lead to inefficient social outcomes.

We note that our focus is not on pinning down the exact mechanisms driving 
punishment behavior. Rather, we treat cold-glow motivations as a first-order ap-
proximation and focus on asking how these well-documented facets of individ-
ual psychology can interact with institutions, modeled as available punishment 
technologies,5 creating inefficiencies at the aggregate level. More specifically, we 
ask whether aggregates of individual decisions reach levels of Beckerian optimal 
deterrence. 

We hypothesize that individuals may respond to private costs much more than 
to social costs, and thus when these costs are externalized, for example, via group-
funded punishment, individuals may demand a much higher level of punishment 
than is consistent with optimal deterrence. In addition, if  individuals are driven 
by more blunt “just deserts” motivations, they may ignore the role of probabil-
ity of apprehension. In this case, environments in which individuals are rarely 
caught may have aggregate punishment levels that are too low to deter expected- 
utility-maximizing offenders. Finally, optimally deterring punishments take into 
account total levels of sanction, but cold-glow punishers’ decisions may not be 
crowded out by other punishers’ choices.6 As our main contribution, we explore 
cold-glow punishment in a series of lab experiments that are designed not only to 
look for individual motives but also, importantly, to relate individual decisions to 
aggregate outcomes. To look at the effects of cost sharing, probability of appre-
hension, and crowding out, we present three experiments in which people can 
punish a particular norm violation: taking from a third party. Our experimen-
tal designs allow for transparent calculation of levels of punishment that would 
reach the optimal deterrence benchmark: not only can we ask whether individual 
behavior responds to particular parameters, but we can also explore whether ag-
gregate outcomes are optimal in some sense.

Our first experiment examines how punishment choices are affected by cost 
structures: we vary whether the costs of implementing punishment are borne 
by the individuals making the choice or by the group. The punishment used in 
this experiment is excluding norm breakers from the game: when they are ex-
cluded, they can neither make money nor take from other players. Our experi-

5 There is a substantial literature that looks at the differential effectiveness of different punishment 
mechanisms in various games (Ostrom, Walker, and Gardner 1992; Xiao and Houser 2011; Houser 
et al. 2008; Andreoni and Gee 2012; Sutter, Haigner, and Kocher 2010; Nikiforakis 2008; Casari and 
Luini 2009; Balafoutas, Grechenig, and Nikiforakis 2014). In our analysis, however, we set a mech-
anism and vary parameters of the environment as opposed to setting an environment and varying 
the mechanism. The use of findings from psychology to design punishment mechanisms robust to 
changes in parameters is an important topic for future research.

6 We choose these three facets because they affect policy-relevant behaviors. We survey existing 
evidence of potential cold-glow effects in the field in Section 5.
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mental design is such that the use of relatively small punishments can result in 
social goals consistent with maximizing overall cooperation; yet when costs are 
not fully internalized, players overpunish. Our second experiment investigates 
the role of probability of apprehension in punishment choices. A player can take 
from a third party, and we experimentally vary the probability with which he is 
caught and punished. We compare ex ante punishment choices and taking be-
havior across conditions. Choices of penalty are not affected by changes in the 
probability of apprehension, but takers’ behavior is. This leads to a different kind 
of inefficient punishment: levels are too low to deter socially destructive behavior.

Our final experiment looks at whether our cold-glow terminology is apt. The 
theory of warm glow posits that individuals gain private benefits from the act of 
contributing to a public good and not from the overall amount. We ask whether 
individuals gain private benefits from overall levels of punishments imposed on 
norm breakers or whether these psychic benefits come from their own contribu-
tions to the punishment. In our study, two individuals make punishment deci-
sions in sequence. We look at whether the second decision maker’s punishment 
decreases with the punishment of the first individual and find that, on average, no 
crowd out occurs.

We note that some of these effects have been demonstrated in second-party 
contexts, when the punisher’s material welfare had been affected by the offense 
(for example, Anderson and Putterman [2006] and Nikiforakis and Normann 
[2008] demonstrate a demand curve for punishment, while Casari and Luini 
[2012] and Duersch and Müller [2010] discuss imperfect crowding out). In these 
experiments, unlike in ours, a motive of personal revenge always exists when 
punishing a norm breaker. Our results complement the literature on peer punish-
ment by showing that many results continue to hold even in situations involving 
third-party punishment. Thus, our experiments also indirectly shed some light 
on the question of whether second- and third-party punishments are instantiated 
via similar psychological mechanisms. Our experimental design is also more rep-
resentative of settings of interest to legal scholars, as conviction and sentencing 
are more akin to third-party than to second-party punishment.

2. Beckerian versus Cold-Glow Punishers

2.1. A Simple Reduced-Form Punishment Model

Traditional economic theories of crime examine the case of rational criminals. 
Here we derive our predictions in a simple reduced-form model, and in the on-
line appendix we present a more detailed game-theoretic derivation of these re-
sults for a single actor.

Consider a single-shot scenario in which a continuum of individuals can 
choose to engage in an action that is personally beneficial (they gain benefit b) 
but socially costly. If individuals choose to take this action, they are caught with 
probability p and receive a punishment of size l. Suppose that b varies across in-
dividuals for various exogenous reasons. (Although it is an important subject, 
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we do not discuss the responses of punishers to changes in the distribution of b 
in the population.) This means that for a given probability of being caught and 
a punishment level, we can write a demand curve D(p, l ), which is the amount 
of socially inefficient action that occurs and is decreasing in both p and l. We as-
sume that demand is smooth and downward sloping. For simplicity we assume 
that even at l = ∞, there is some wasteful action that is taken because of either 
trembles or random utility models.7

First, let us suppose that a money-maximizing planner chooses the level of 
punishment l with all other parameters held exogenously fixed. He considers a 
social loss function V[D(p, l)] (which we assume is convex) and a cost function, 
which we take as linear for simplicity, cl. This means for a given set of parameters 
there is an optimal punishment level l p D cBecker* ( ), ,  that minimizes the total so-
cial costs:

V D p l cl[ ( )], + .

We refer to this as the Beckerian optimum.
Note that the Beckerian optimum has two important comparative statics: first,

¶
¶

<
l

c
Becker*

0;

that is, the optimal Beckerian punishment decreases in social cost per unit of 
punishment. This is because the optimum equates the marginal benefit of another 
unit of punishment (that is, decreases in defection) with the marginal cost. Sec-
ond, we have

¶
¶

< .
l

p
Becker*

0

As the probability of being caught decreases, the marginal benefit of a unit of 
punishment decreases (by the convexity assumption above); thus, levels of pun-
ishment decrease.

Now suppose that the planner is an individual who can set l but bears a fraction 
γ of society’s cost (for example, through taxes). The individual puts weight θ on 
total social welfare (that is, has social preferences). He or she also might derive 
some direct utility G(l) from the act of punishment.8

The individual’s maximization problem becomes to choose l to maximize

- + - - , - - .g q gcl G l V D p l cl( ) { [ ( )] ( ) }1

We refer to the case of G(·) = 0 as a Beckerian punisher.
This simple model provides some immediate insights. First, if punishers are 

Beckerian for any nonzero γ, we obtain punishment levels that are different from 
7 This could be achieved, for example, if all individuals have logistic random utility as in a quan-

tal response equilibrium model (McKelvey and Palfrey 1995) or if they always tremble to an unin-
tended action with small probability.

8 Note that G(l) need not necessarily be strictly increasing in sanction. For example, a person 
might want a fair punishment that fits the offense.
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the socially optimal level (essentially because punishment here is a public good). 
On the other hand, if punishers indicate a demand for punishment as a private 
good, then shifting costs to society may actually increase punishment above the 
Beckerian optimum. In addition, we also see that if θ is small relative to G(·), then 
individual decisions will not respond to changes in probability of apprehension 
as much as they should.

Finally, suppose that punishment is split into two parts, so individuals who are 
caught first receive a punishment of l1 and then a punishment of l2. Note that the 
Beckerian optimum is applicable to the joint punishment l = l1 + l2, so optimal 
choices of l2 are decreasing in l1. This means that Beckerian punishers should find 
crowding-out effects of others’ punishments on their own. On the other hand, if 
punishers care about their own contribution rather than total levels,9 then crowd-
ing out may not occur, which can result in higher levels of punishment than the 
Beckerian optimum.

These very different responses to parameters lead to very different predictions 
of the effects of various institutions. Making punishment easier by reducing or 
shifting the costs or having multiple punishers can result in good outcomes in 
a world where individuals punish for Beckerian reasons but can result in ineffi-
ciently high levels of punishment in a world where individuals choosing punish-
ments are motivated by cold glow. Significantly lowering the probability of ap-
prehension may lead to punishment levels that are too low, and, finally, allowing 
for multiple punishers can result in total amounts of punishment that could be 
seen as excessive.

2.2. Experimental Design

We now turn to evaluating our discussion empirically. Our experiments test 
two types of questions. The first are comparative statics: Do punishment levels 
respond to social or private costs? Is punishment crowded out? And does another 
important parameter in the Beckerian model—probability of apprehension—
change punishment decisions made by individual punishers?10 We note that these 
individual-level questions are about comparative statics rather than levels and so 
do not require strong assumptions about the form of utility functions.

The second set of questions we seek to address are about mechanism design: 
are punishments too low or too high relative to Beckerian benchmarks? To an-
swer these questions, we require some assumptions about utility functions, and 
for simplicity we choose risk neutrality and assume that individuals tremble to 
unintended actions with probability ε. Without this assumption, punishment 
levels of infinity lead to infinite deterrence and are weakly preferred to any other 

9 This logic leads to predictions of a lack of crowding in cooperation under the warm-glow theory 
of public-goods provision (Andreoni 1993; Cornes and Sandler 1994).

10 In the full model, available in the online appendix, we show that even for ex ante punishments, 
if decision makers have preferences for punishments that fit the crime, when the probability of ap-
prehension is low, punishers might still shy away from the (high) levels of punishment that would 
sustain low levels of offending.
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punishment level. While these assumptions are necessarily restrictive, they allow 
us to make statements about whether aggregate actions lead to socially optimal 
outcomes and, if not, how far from optimal they are. Table 1 summarizes the ex-
perimental designs.

3. Experiment 1: Responses to Costs

In the first experiment, we ask an individual-level question and a group-level 
question. At the individual level, we test whether costs of punishment accruing to 
the group rather than to the individual lead to higher demand for punishment. At 
the social level, the game is set up so that very low levels of punishment are suffi-
cient to deter potential norm breakers. We then ask, will aggregate outcomes be 
in line with the Beckerian benchmark of optimal deterrence?11

3.1. Experimental Design

We ran a series of experiments in which we varied the availability and cost 
structure of sanctions. In our game, participants gained monetary units (MU) 
throughout the experiment, which were converted into dollars at a rate of 50 MU 
per dollar. Players were randomly matched into groups of eight to 12 players. 
Each group was given a public pot of 70n MU (where n is the number of players), 
which was equally split among all members of the group at the end of the game. 
Each player was also given 30 MU at the beginning of the game.

Participants played 20 rounds (one iteration) of the following game. They were 
asked to solve a simple math problem, for which they received 4 MU on com-
pletion. They were then given the possibility to take. If a player chose to take, 
she received 2 MU, and another randomly selected player lost 3 MU. Taking is 
a socially destructive behavior in this case; yet, in the absence of sanctions, it is 
a dominant strategy. When a player chose to take, she was caught in 50 percent 
of cases. Our conditions and treatments consist of varying what happens when a 
player is caught.

In the No Punishment condition, when a player was caught, she received a 
message informing her that she had been caught, but nothing more happened. In 
both punishment conditions, when a player was caught, another random player 
was chosen to be her assigner. The assigner was able to punish players who were 
caught by excluding them from the game for up to 10 rounds. We elicited pun-
ishment using the strategy method: individuals chose a punishment after making 
their decision of whether to take and seeing whether they were taken from but 
before they were informed of whether they were caught or if they were someone’s 
assigner. They were then asked to enter the number of penalty rounds that they 
would assign if they were chosen as an assigner for this round. Individuals could 
never be chosen as their own assigner, nor did assigners know to whom they as-

11 There are other potential public-good motivations at play here beyond deterrence, such as in-
capacitation or specific deterrence. We discuss them in more detail later as well as in the online 
appendix.
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signed penalty rounds. In particular, if they were taken from, there was no addi-
tional chance that they would assign a punishment to the player who took from 
them. In all conditions, only the assigner and the individual to whom penalty 
rounds were allocated learned about the punishment level.

Each round of exclusion is costly, and we varied the cost structure. In the Pri-
vate Punishment (hereafter Private) condition, if a player’s punishment was 
chosen, he paid 2 MU from his private funds for each round of punishment he 
imposed. In the Public Punishment (hereafter Public) condition, if a player’s 
punishment was chosen, each round cost 5 MU from the public pot. This means 
that in the Public condition, the private share of the cost to a particular pun-
isher was less than 2 MU per round. This experimental design allows us to inves-
tigate cost effects in the demand for punishment, thus determining whether the 
demand for punishment looks like the demand for a public good, as stipulated in 
most economic models of law enforcement.

As a robustness check, we included one more condition. In the One-Round 
Take condition, subjects played one round in which they could take and pun-
ish (with the public cost structure), followed by 10 rounds in which the option 
to take was not available. In this case, since subjects could not take in the sub-
sequent rounds, future-oriented motives (incapacitation or deterrence) cannot 
explain their choice of punishment. This is similar to the design employed in 
Fudenberg and Pathak (2010), in which individuals played multiple rounds of 
public- goods games that included sanctions, but the total levels of sanctions cho-
sen were revealed only at the end of the session.

In each experimental session, individuals were first put into a group to play one 
iteration in the No Punishment condition. After random rematching into new 
groups, they played either one iteration in the Public condition, one iteration in 
the Private condition, or three iterations in the One-Round Take condition.12,13 
We implemented this design for several reasons: it allows individuals to gain ex-
perience with the experiment in the first stage, and it allows us to look for cor-
relations between individual behavior in the No Punishment condition and later 
behavior when punishment is available.

Our experimental design is different from other experimental designs that as-
sess the role of nonaltruistic motives for punishment. We vary the cost structure 
of punishment, which allows us both to discuss the institutional setup of financ-
ing sanctions and to investigate the private benefits from punishment, using a ba-
sic economics framework. Second, the punishment in the game is not fines, as in 
prior experiments, but exclusion for a certain number of rounds. This allows us 

12 Participants were not informed about the full structure of the experiment; they were given in-
structions only for their current condition. They were informed when the One-Round Take condi-
tion was the final game in the experiment.

13 Given lab size constraints, several sessions were conducted for each treatment, but subjects 
could participate only once in the experiment. They were not informed that later sessions of the 
same experiment would take place, which made it implausible that players had ulterior deterrence 
in this experiment in mind.
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to include an analysis of incapacitation and therefore contribute to the discussion 
of different incarceration motives in the economics-of-crime literature.

The experiment was conducted in June and July 2012 at the Harvard Decision 
Science Laboratory using the software z-Tree (Fischbacher 2007).14 The partici-
pants, recruited using the Decision Science Laboratory’s pool of volunteers, were 
university students (mean age of 21.5, 58 percent female) in the Boston area. We 
had a total of 91 participants: 39 in the Public, 28 in the Private, and 24 in the 
One-Round Take conditions.

Participants were given a $10 show-up fee, and their earnings were converted 
at a rate of 50 MU per dollar. The experiment took between 40 and 50 minutes 
to complete. Participants earned between $17 and $23. They were informed of 
the earnings for each condition independently, and their final earnings were pri-
vately announced to them at the end of the experiment.

Our main outcome of interest in this series of experiments is the choice of 
number of rounds of punishment for potential takers who are caught. This is our 
measure of how large a sanction players are willing to support when facing differ-
ent cost structures.

3.2. Theories of Punishment

There are three major theories of punishment in the law and economics lit-
erature: incapacitation, general deterrence, and specific deterrence. Our experi-
mental design allows us to examine what kind of social benchmark each of these 
motives sets. We briefly present predictions of these different theories of choices 
of punishment; a full discussion is in the online appendix.

Incapacitation prevents offending by removing offenders. Shavell (1987) deter-
mines the optimal level of punishment for achieving cost-efficient incapacitation. 
He finds that for incapacitation to be cost-efficient, the cost of incarceration (or, 
in our experiment, of removing a player for N rounds) must be lower than the 
cost of an individual’s expected harm if not incapacitated. In the Public condi-
tion, the cost of incapacitation outweighs its benefits, which makes it an insuffi-
cient motive to explain positive punishment levels.

General deterrence is the impact of the threat of future punishment on behav-
iors. In our setup, players cannot increase general deterrence by setting higher 
levels of punishment. Only players who are caught learn about other players’ 
punishment choices, and even then they know only their assigner’s choice of pen-
alty rounds. General threats cannot be issued.

Specific deterrence is the impact of received sanctions on offenders’ future 
behaviors: receiving larger sanctions could make offenders who are caught less 
likely to take in future rounds. This motive could be a consideration, and we ex-
plore it formally in the online appendix, making different assumptions about tak-
ers’ behaviors. The main result is that sanctions should be decreasing as the game 
nears its end, and, regardless of our assumptions about takers’ behaviors, in the 

14 Instructions for the experiments are available in the online appendix.



 Decisions to Punish 635

One-Round Take condition, no sanction can be rationalized by a specific deter-
rence motive, since taking is possible only in the first round of the condition.

Unlike with prosocial motives, cold glow predicts that punishment levels in 
the Public condition will be higher than in the Private condition. Private benefits 
from cold-glow motives will be overconsumed when costs are not fully internal-
ized. In addition, cold glow is the only motivation consistent with any nonzero 
punishment in the One-Round Take condition.

3.3. Results of Experiment 1

This section compares the Public with the Private condition. We then present 
additional evidence from the One-Round Take condition as a robustness check.

3.3.1. Punishment Decisions

We first look at punishers’ decisions.15 Figure 1 presents the number of rounds 
of punishment chosen in the Public and Private conditions.16 There is a learn-
ing effect, but after five rounds, punishment levels in the Private condition drop 
substantially below those in the Public condition. The average punishment levels 

15 We note for completeness that in the middle of two of the experimental sessions, a bug in the 
software caused group accounts to unintentionally gain an extra 20–30 MU. No participants re-
ported noticing the gain, participants’ behavior appears not to have been affected by the event, and 
all our results are robust to restricting our analyses to rounds before this occurrence.

16 As a reminder, all players who were not currently excluded from the game could choose a pun-
ishment.

Figure 1. Mean punishment level chosen by round
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settle to 1.3 rounds in the Private condition and stays at 3.5 rounds in the Public 
condition.

The fact that punishment levels remain the same over rounds in the Public con-
dition is a first indication that specific deterrence cannot be the only motivation 
at play: as participants get closer to the end of the game, the size of imposed pun-
ishment does not decline. The idea behind specific deterrence is that players who 
are punished have some period of time during which to apply the lessons that 
they have learned and no longer take; fewer rounds would be necessary for that as 
the end of the game gets closer.17 Furthermore, the average levels of punishment 
chosen in the Public condition far exceed the levels that would be expected for 
optimal deterrence or incapacitation.

3.3.2. Robustness Check

To conclusively rule out deterrence or incapacitation as the only motives for 
punishment, we also consider the One-Round Take condition. Figure 2 shows 
the average punishment decisions made in all iterations of the One-Round Take 
condition and in rounds 6+ of the Private and Public conditions. Error bars rep-
resent standard error of the mean. Externalizing costs leads to large increases in 
punishment levels. These high levels continue in the One-Round Take condition 
although punishment has no possible effect on future behavior. The fact that the 

17 Players were told that if the interaction ended before the penalty rounds were up, they would 
not be charged for the extra rounds. In those analyses, we look at the number of rounds that players 
chose and not the number of rounds that they ended up administering, as these would mechanically 
decline as the end of the game got closer.

Figure 2. Mean punishment level chosen; rounds >5 only for the Public and Private con-
ditions.
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punishments in the One-Round Take condition are positive and higher than in 
the Private condition shows that cold glow, as a private benefit to punishment, is 
a major motivating force of decisions to punish.

Columns 1–4 of Table 2 present regression results that confirm the intuitions 
presented in the figures. We regress the amount of punishment chosen on a 
dummy that takes a value of zero for Private and one for Public. Standard errors 
are clustered by participant. Participants in the Private condition chose smaller 
levels of punishment than those in the Public condition. This result holds when 
we control for round effects (column 2).

For our robustness check, we pool the data to tease apart the relative impor-
tance of public motives (deterrence and incapacitation) and cost structures in 
choices of punishment. We regress punishment choices on a dummy for costs be-
ing public (Public and One-Round Take conditions) versus private and a dummy 
for public-good (deterrence or incapacitation) motives (Public and Private condi-
tions) versus the One-Round Take condition. The coefficients on these dummies 
represent the effects of cold-glow versus public-goods motives in punishment de-
cisions. The first dummy is significantly positive: people choose more rounds of 
exclusion when the costs are public. The second dummy is negative, smaller in 
magnitude, but not significant, which implies that non-cold-glow motives play a 
weak role in punishment behavior in our experiment.18

Taken together, our regression analyses confirm that cold glow is a good pre-
dictor of responses of punishment decisions to cost structure and that indeed ag-
gregate levels of punishment are above those consistent with Beckerian punish-
ers. We note that other motives appear to exist but cannot explain most of the 
variation in punishment. We now turn to examining the effects of conditions on 
decisions to take.

3.3.3. Decisions to Take

Figure 3 shows taking decisions by availability of punishment. Although pun-
ishment levels are much higher in the Public than in the Private condition, they 
have no effect on realized levels of taking. However, potential takers react to the 
possibility of punishment: with no punishment possible, taking levels are very 
high. Columns 5 and 6 of Table 2 present our regression results. Taking behavior 
is significantly higher in the Punishment than in the No Punishment condition 
(column 5), which shows that general deterrence does matter: only 10–20 percent 
of participants who were able to take19 chose to do so, even from round 1. How-
ever, there is no difference between the Public and Private conditions (column 6).

We find a slight learning effect in the No Punishment condition. Approxi-
mately 70 percent of individuals chose to take in the first round, and by the fifth 
round, 85 percent of participants chose to take. There is no significant difference 

18 Another possible explanation for the difference in behavior between the One-Round Take and 
Public conditions is that perhaps it is easier to ex post rationalize punishment decisions in the for-
mer than in the latter.

19 That is, players who were not excluded from the game at the time.



Ta
bl

e 
2

Ex
pe

ri
m

en
t 1

: C
os

ts
 a

nd
 A

va
ila

bi
lit

y 
of

 S
an

ct
io

ns

Pu
ni

sh
m

en
t L

ev
el

Ta
ki

ng
 B

eh
av

io
r:

N
o 

Pu
ni

sh
m

en
t  

ve
rs

us
 P

un
ish

m
en

t
Pu

bl
ic

 v
er

su
s P

riv
at

e

C
os

ts
 v

er
su

s 
D

et
er

re
nc

e:
Ro

bu
st

ne
ss

 
C

he
ck

(4
)

A
ll 

Ro
un

ds
(1

)
A

ll 
Ro

un
ds

(2
)

Ro
un

ds
 6

–2
0

(3
)

Sa
nc

tio
ns

(5
)

C
os

ts
(6

)
Pu

bl
ic

1.
81

8*
(.7

54
)

1.
80

9*
(.7

54
)

2.
11

3*
*

(.7
71

)
2.

08
2*

*
(.7

68
)

–.
05

56
(.0

72
8)

Ro
un

d
–.

04
06

*
(.0

18
6)

N
o 

de
te

rr
en

ce
–.

98
8

(.7
80

)
Pu

ni
sh

m
en

t v
er

su
s n

o 
pu

ni
sh

m
en

t
–.

65
5*

*
(.0

37
1)

C
on

st
an

t
1.

73
4*

*
(.4

55
)

2.
16

6*
*

(.5
30

)
1.

39
4*

*
(.4

57
)

1.
42

0*
*

(.4
58

)
.8

41
**

(.0
25

6)
.2

19
**

(.0
62

5)
N

1,
06

7
1,

06
7

78
2

90
2

2,
40

7
1,

06
7

N
ot

e.
 R

es
ul

ts
 a

re
 cl

us
te

re
d 

at
 th

e 
su

bj
ec

t l
ev

el
. S

ta
nd

ar
d 

er
ro

rs
 a

re
 in

 p
ar

en
th

es
es

.
* p

 <
 .0

5.
**

 p
 <

 .0
1.



 Decisions to Punish 639

between experimental sessions. Thus, although general deterrence did lower tak-
ing levels, the extra punishment in the Public condition did not further reduce 
taking.

3.3.4. Differences in Punishments: Mechanisms

What drives differences in punishment choices across treatments? Table 3 
displays the differences across the Private and Public conditions in the number 
of rounds in which an individual chose not to punish (column 1), and condi-
tional on choosing a positive punishment, the average levels of punishment by 
subject (column 2). These results are statistically suggestive but not significant at 
conventional levels (p < .1). In the Public condition, individuals are much more 
likely to opt into using any punishment and, conditional on punishing, give lon-
ger punishments. Thus, differences in levels of punishments come from both the 
extensive and the intensive margins. Table 4 shows the regression of decisions 
to punish on a dummy that takes a value of one in each round after an individu-
al’s choice to punish is implemented. On average, it appears that having paid for 
punishment does not influence the choice of sentences (column 1). However, the 
effects are heterogeneous across conditions (columns 2–4): in the Private condi-
tion, participants punish significantly less once their punishment has been cho-
sen. We interpret this as a form of sticker shock.

4. Experiment 2: Probability of Apprehension

Our second experiment tests how differences in the probability of apprehen-
sion affect punishers’ and potential norm breakers’ decisions. If punishers and 

Figure 3. Experiment 1: percentage of participants choosing to take, by condition
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norm breakers do not symmetrically react to these changes, socially wasteful lev-
els of punishment may result, since probabilities of apprehension enter into op-
timally deterring punishments. In particular, if norm breakers respond to these 
probabilities but punishers do not, low probabilities of apprehension can lead to 
excessively low levels of punishment. In addition, we compare ex ante and ex post 
punishment decisions.

4.1. Experimental Design

We used a game to test how both sentences and potential norm breaking are 
affected by expected punishments. The basic design is as follows: players were 
divided into groups of three to play a one-shot game. They began with a balance 
of 80 points. Players were randomly assigned one of three roles: assigner, taker, 
or target. The rules of the game were known to all players before they began the 
experiment. The game proceeded as follows: The assigner committed to a publicly 
known level of penalty units (between 0 and 10); each of these units corresponds 
to a 10-point sanction. Knowing this level of sanction, the taker decided whether 
or not to take from the target. If the taker chose to take, he gained 20 points and 
the target lost 30 points. The taker was caught with probability p. If the taker was 
caught, he was imposed the sanction chosen by the assigner. The assigner was 
charged 1 point per 5 points of sanction she assigned.

Our treatments vary the probability that the taker will be caught if he takes: 
in the high-probability treatment, the taker is caught with a probability of 9/10 
and in the low-probability treatment with a probability of 1/3.20 Final payoffs de-

20 Some studies in psychology investigate the effects of probability of apprehension on punish-
ment decisions. These studies directly ask participants to compare hypothetical punishments in dif-
ferent scenarios when probabilities of apprehension change (Baron and Ritov 2009) or to assess the 
relative importance of deterrence or moral motives on punishment decisions (Carlsmith, Darley, 
and Robinson 2002). In these hypothetical contexts, players state that they do not want to change 
behaviors on the basis of probabilities of apprehension. Our experiment adds to this literature as 
an incentive-compatible test of whether punishers respond to probability and deterrence motives. 
In our games, rules are perfectly transparent and deterring punishments are very easy to calculate.

Table 3
Experiment 1: Individual Differences  

in Punishing, by Condition

Rounds with No 
Punishment

(1)

Average Sanction, 
 If > 0

(2)
Public –3.151+

(1.777)
1.408+

(.809)
Constant 7.536**

(1.356)
3.374**
(.634)

N 67 57
Note. Results are clustered at the subject level. Standard errors are 
in parentheses.

+ p < .10.
** p < .01.
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pended on choices made by all of the players. Finally, the targets made no choice 
in our game, but we asked them to enter what they thought would be a fair pun-
ishment for a taker who chose to take.

We used the online labor market Amazon Mechanical Turk (AMT) to recruit 
individuals to play the game for a show-up fee of $.30 and an additional payment 
depending on points earned, using a conversion rate of 2 points per $.01 at the 
end of the experiment.21

We recruited a total of 340 individuals (mean age of 28.8; 63 percent male) to 
play the game. Each individual played one role in the interaction. To make sure 
that all participants understood the experiment, they were first given a set of in-
structions followed by a three-question comprehension quiz (see the online ap-
pendix). If they failed to answer any of the quiz questions correctly, they were not 
allowed to play the game. Dropping noncomprehenders, we were left with 243 
individuals (a 71 percent pass rate).

4.2. Experiment 2: Results

4.2.1. Punishers’ Behavior

We now consider the behavior of punishers across conditions. The left-hand 
side of Figure 4 presents assigners’ average punishment levels for each of the 
probability conditions. (Error bars represent the standard error of the mean.) 
Mean punishment levels are exactly the same in both treatments: the probability 
of apprehension is not a parameter to which individuals respond when making 
punishment choices. The mean punishment level is 4.0 units (40 points) in the 

21 Several recent studies undertake to examine the validity of experimental data collected using 
Amazon Mechanical Turk (AMT) at stakes of about $1. They find that behavior on AMT matches 
well with standard laboratory results for economics games (Amir, Rand, and Gal 2012; Rand, 
Greene, and Nowak 2012) and is based on samples that are more representative of the general popu-
lation (Horton, Rand, and Zeckhauser 2011; Paolacci, Chandler, and Ipeirotis 2010).

Table 4
Experiment 1: Length of Punishment—Individual Differences

(1) (2) (3) (4)
Public 1.887*

(.778)
1.777*
(.750)

Punishment chosen .579
(.640)

–1.214+
(.686)

1.936*
(.936)

Taken from –.369
(.287)

Constant 1.437*
(.640)

2.358**
(.733)

2.789**
(.587)

1.896**
(.515)

N 1,067 448 619 1,067
Note. Results are clustered at the subject level. Standard errors are in paren-
theses.

+ p < .10.
* p < .05.
** p < .01.
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high-probability condition and 4.1 unit (41 points) in the low-probability con-
dition, and the difference is nonsignificant (see columns 1–3 of Table 5). In the 
Beckerian model of punishment, probability of apprehension is a key feature in 
determining optimal sentences. Expected punishment is defined as punishment 
if caught, multiplied by the likelihood that offenders are caught, so changes in 
probability should be compensated for by changes in punishment. Empirically, 
experiment 2 shows that this is, in fact, not the case: punishments do not differ 
across probabilities of apprehension.

4.2.2. Decisions to Take

We find that takers’ behaviors, however, do respond to the probability of ap-
prehension on the intensive margin. We use the strategy method to elicit choices 
to take: takers were asked to enter their maximum acceptable possible penalty 
(MAPP). This is a number of penalty units such that if the assigner chose a pen-
alty equal to or below this level, the taker would prefer to take. If the assigner 
chose a larger penalty, the taker prefer not to take. We performed analyses on 
choices of MAPP to understand takers’ behaviors.

A relatively large number of participants (approximately 30 percent) chose a 
MAPP of 0, which indicates that they did not wish to take under any circum-
stances in either condition. Column 1 of Table 6 presents our regression results 
and confirms that there is no significant extensive-margin response. However, 
focusing on the 70 percent of individuals who entered a MAPP greater than 0, 

Figure 4. Experiment 2: effect of the probability of apprehension on punishers’ (left) and 
takers’ (right) decisions.
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we find that there is an effect on the intensive margin: as shown in the right-hand 
side of Figure 4, individuals who chose to take chose different levels of MAPP 
between probability conditions (mean MAPP for low probability = 5.1 and for 
high probability = 3.8). Column 3 of Table 6 shows our regression results and 
confirms that there is a significant intensive-margin response.22 Unlike punishers, 
takers respond to the probability of being caught,23 so the punishment levels cho-
sen are too low to deter many takers in the low-probability condition.

4.3. Control Study: Ex Post Punishments

A key part of our theory is that we allow for both an ex ante (simulating a stra-
tegic motive such as deterrence) and an ex post (or “just deserts”) component. To 
assess the size of these components, we ran a control experiment on AMT (n = 
194, mean age of 28.9, 63 percent male). The design of the game in our control 
study is identical, except that the order of moves was switched: takers first chose 
to take or not, and then assigners chose ex post penalties to assign to takers who 
were caught. We used the same probability conditions in this study. This has the 
added benefit of acting as a robustness check on takers’ behavior in our original 
study, in which one possible confound is that takers might have found the strat-
egy method confusing.

Figure 5 and Table 7 present the results.24 We find that punishers again do not 
respond to probability of apprehension when choosing levels of ex post punish-
ment (mean punishment for low probability = 3.4 and for high probability = 
3.2). Takers, however, do take this probability into account: 25 percent of indi-

22 We also find a gender effect. Women are less likely to take, and if they are willing to take, they 
enter lower maximum acceptable punishment levels. This could be explained by higher levels of risk 
aversion (see Eckel and Grossman 2008).

23 This also allows us to control for a lack of attention or understanding by participants as the re-
sult of a null effect on punishment decisions, as individuals are randomly assigned to roles.

24 The error bars in Figure 5 represent the standard error of the mean.

Table 5
Experiment 2: Punishment Choice, by Probability of Being Caught 

Punisher’s Choice
Target’s Opinion:

Full Sample:
Fair Level

(4)

Full Sample Level If Chose  
to Punish

(3)
Punish

(1)
Level

(2)
High –.131

(.0792)
–.135
(.738)

.592
(.736)

.724
(.732)

Female –.0300
(.0794)

–.733
(.739)

–.703
(.739)

–.817
(.789)

Constant .935**
(.0688)

4.505**
(.641)

4.836**
(.617)

4.600**
(.586)

N 81 81 69 80
Note. Standard errors are in parentheses. High = 90 percent chance of being caught .

** p < .01.
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viduals take in the high-probability condition, and 43 percent take in the low- 
probability condition.25

We note that in the control condition assigners still choose a positive level of 
punishment, even though it is a one-time interaction and punishments are pri-
vately costly, but probabilities are again not factored in. Levels of punishment 
are, however, smaller when there is no possibility of deterrence (3.16 ex post ver-
sus 4.1 ex ante), these differences being significant only at the 10 percent level. 
These results are consistent with the differences found in our first experiment be-
tween the One-Round Take condition and the Public condition. We conclude 
that some form of deterrence motives does exist in the punishment choices, but 
ex post just-deserts thinking seems to be the dominant motivator of punishment 
behavior in our samples.

4.4. Fairness Judgments

Finally, we look at judgments of fair punishments for takers who are caught 
from the point of view of the target. Their answers do not appear to differ across 
conditions (mean fair punishment for low probability, ex ante = 4.3; for high 
probability, ex ante = 5; for low probability, ex post = 5.3; for high probability, 
ex post = 5.5).

Column 4 of Table 5 and column 5 of Table 7 present the results of our regres-
sion analysis. Unsurprisingly, targets want higher levels of punishment than as-
signers: this could be driven by differences between second-party and third-party 
punishment (Fehr and Fischbacher 2004) or because targets do not have to pay 
for the punishments. Interestingly, neither the order of punishment assignment 

25 This difference is significant, although only at the 10 percent level, because of sample size. The 
magnitude stays the same—a difference of 20 percentage points—and becomes significant at the 5 
percent level when we control for gender.

Table 6
Experiment 2: Taker’s Choice, by Probability of Being Caught

Full Sample If Take = 1:
MAPP

(3)
Take
(1)

MAPP
(2)

High .114
(.0988)

–.550
(.721)

–1.700*
(.814)

Female –.227*
(.105)

–2.127**
(.767)

–2.035*
(.925)

Constant .724**
(.0785)

4.116**
(.573)

5.896**
(.665)

N 82 82 58
Note. Standard errors are in parentheses. MAPP = maximum accept-
able possible penalty; High = 90 percent chance of being caught. 

* p < .05.
** p < .01.
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nor the probability of being caught changes targets’ beliefs about fairness: no 
 extra retribution is demanded when the probability of apprehension is lower. All 
data taken together, neither punishers nor victims respond to the probability of 
apprehension when choosing punishment levels, although this parameter seems 
to matter a lot in the decisions of potential norm breakers.

5. Experiment 3: Crowding Out

Our final experiment asks an individual-level question motivated by our 
 theory: to what extent do the sanction decisions of individuals act as substitutes 
or complements to their levels of sanction? Our social-level question asks how to-
tal levels of sanction change with the introduction of multiple punishers.

5.1. Main Experiment

To answer this question, we ran an experiment on AMT using a sample of 476 
individuals (mean age of 29.7; 56 percent male). Participants received a show-up 
fee of $.50 and an additional payment depending on their earnings during the 
game, using a conversion rate of 1 point per $.01.26

We used a game similar to that in experiment 2 to explore crowding-out be-

26 Given the average completion time of our experiment and average bonuses, total payoffs 
amounted to an hourly wage of approximately $8–$10 per hour.

Figure 5. Experiment 2: effect of probability of apprehension on punishers’ (left) and takers’ 
(right) ex post punishment decisions.
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havior. Players were randomly assigned to groups of four and started the game 
with 100 points. Each individual was assigned one role: assigner 1, taker, target, 
or assigner 2.27 All rules of the game were known to all players before they began 
the experiment. Players acted sequentially as follows: assigner 1 committed to a 
publicly known level of penalty units (0–6); each penalty unit corresponds to a 
10-point sanction. Knowing this level of penalty, the taker decided whether or 
not to take from the target. If the taker chose to take, he gained 30 points and the 
target lost 40 points. The taker was caught in 3/4 of cases. If the taker was caught, 
assigner 2 saw the punishment that assigner 1 chose and was given a choice to 
assign an additional number of penalty units (up to 6). A taker who was caught 
was imposed the sum of the penalty units chosen by the assigner 1 and assigner 2, 
and both assigners were charged 1 point per 10 points of sanction they assigned.

Again, although the targets made no choice, we asked them to enter what they 
thought would be a fair punishment for a taker who chose to take. As in experi-
ment 2, individuals saw the instructions for the experiment and then took a quiz 
about the rules. Individuals who did not answer quiz questions correctly were not 
allowed to participate in the experiment. Overall, approximately 70 percent of 
participants answered the quiz questions correctly, which left us with 73 groups 
of four players.

Our main variable of interest is the second assigner’s choice of level of pun-
ishment. As in the previous experiment, we used the strategy method to elicit 
this preference. Figure 6 presents the average punishment choice of assigner 2 for 
each possible punishment choice of assigner 1, with error bars omitted. (We cal-
culated statistical significance using clustered regressions because of the correla-
tion of decisions within an individual.) On average, there is no difference across 

27 In the instructions for the experiment, the taker and target are referred to as player 1 and player 
2, respectively.

Table 7
Experiment 2: Robustness Check—Punishment and Taking Choices with  

No Deterrence, by Probability of Being Caught

Punisher’s Choice
Taker’s Choice:

Full Sample:
Take
(4)

Target’s 
Opinion:

Full Sample:
Fair Level

(5)

Full Sample Level If Chose  
to Punish

(3)
Punish

(1)
Level

(2)
High .0355

(.0983)
.202

(.741)
.112

(.771)
–.251*
(.121)

.168
(.850)

Female .151
(.0957)

–.0533
(.722)

–.778
(.745)

–.221+
(.128)

–.267
(.867)

Constant .727**
(.0900)

3.066**
(.679)

4.189**
(.716)

.551**
(.108)

5.456**
(.771)

N 66 66 54 64 64
Note. Standard errors are in parentheses. Take = player 1 chose to take; High = 90 percent chance of 
being caught.

** p < .01.
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the first assigner’s choices and thus no evidence of crowding-out behavior on ag-
gregate, as confirmed in the regression analysis (column 1 in Table 8).

We find considerable heterogeneity in individual behavior. Because we use the 
strategy method, we can look for different behavioral types in our population. 
Overall, we find that approximately 80 percent of the second assigners can be 
classified into one of three types: individuals whose sanction choices decrease in 
the first assigner’s choice (partial crowd-out types, 35 percent), individuals whose 
sanction choices increase in the first assigner’s choice (crowd-in types, 25 per-
cent),28 and individuals whose sanctions do not change as a function of the first 
assigner’s choice (constant types, 20 percent). Individual heterogeneity is not the 
main focus of this discussion, so we leave it as an avenue for future work. How-
ever, we can use this analysis as a robustness check. If we restrict our analysis to 
the crowd-out types, we still see imperfect crowding out of own punishment by 
the punishment of another, and we can statistically reject the hypothesis of per-
fect crowding out even in this restricted subsample (column 2 in Table 8).

We can also look at the average behavior of assigner 1 in this experiment and 
what the target deems to be a fair punishment. We find that the mean punish-
ment assigned by assigner 1 is 3.02 units (30 points). Combining this with the 
conditional punishments of assigner 2, we find that the average total punishment 
given to a player who takes is approximately 5 units, or 50 points. This is 25 per-
cent higher than the mean fair punishment as viewed by targets (mean fair pun-
ishment = 42 points).

28 These individuals may be using the first assigner’s decision as a signal of the inappropriateness 
of taking.

Figure 6. Experiment 3: second assigner’s choice of punishment level
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5.2. Control Experiment

Experiment 3 uses a strategy method and a within-subject design to look for 
the extent of crowd out in punishment. We ran a second study as a robustness 
check using a between-subjects design without the strategy method. We used 
AMT to recruit subjects, again dropping those who failed a comprehension quiz. 
We were left with 243 participants (mean age of 29; 57 percent male) between 
two conditions.

In our control experiment, players were put into groups of three and assigned 
a role: taker, target, or assigner. The rules of the game were known to all play-
ers before they began the experiment. The game proceeded as follows: The taker 
decided to take or not from the target. If the taker chose to take, she gained 30 
points and the target lost 40 points. The taker was caught in 3/4 of cases. If the 
taker was caught, she automatically lost c points, where c was varied to be 0 or 
40 by condition. If the taker was caught, the assigner could assign up to 6 penalty 
units, each of which amounted to a 10-point sanction. The assigner was charged 2 
points for every 1 penalty unit.

This control experiment allows us to look at crowd-out effects when punish-
ment is assigned by an outside figure instead of another player in the game. Fig-
ure 7 and column 3 of Table 8 show the average levels of punishment chosen in 
the two conditions. (The error bars in Figure 7 represent the standard error of the 
mean.) Higher levels of punishment assigned by computer do not crowd out in-
dividual punishments. Assigners chose slightly lower levels of punishment levels 
when c = 40 than when c = 0, but this difference is not statistically significant. It 
is in any case much smaller than one-for-one crowding out: punishments were 
on average 2 units in the c = 0 condition and 1.7 in the c = 40 condition. Thus, 
total realized sanctions were approximately 20 points when c = 0 and 57 points 
when c = 40.

Table 8
Experiment 3: Second Punisher’s Choice, by First Punisher’s  

(or Computer) Choice

Two Punishers Computer 
Control:

Full Sample:
Level

(3)

Full Sample Crowd-Out Types

Level
(1)

Level
(2)

Penalty choice of player 1 –.0289
(.0620)

–.569**
(.0585)

High computer penalty –.355
(.408)

Constant 2.199**
(.237)

3.380**
(.363)

2.053**
(.297)

N 553 196 81
Note. Standard errors are in parentheses. High computer penalty = 4.

** p < .01.
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We find only a small effect on takers’ behavior: 78 percent of takers chose the 
cooperative action in the c = 0 condition, and 85 percent of takers chose coop-
erative action in the c = 40 condition. This difference is not significant, and we 
attribute the small change to floor effects (recall that takers are caught 75 percent 
of the time in this control experiment).

This last set of experiments therefore indicates that punishment is not crowded 
out one-for-one by preset levels of sanctions. On average, there is no effect of pre-
set sanctions on average punishment. We note that there is considerable hetero-
geneity in this behavior, but we never observe perfect crowding out.

6. Punishment Behavior in the Field

Psychological evidence shows that human punishment behavior is driven 
largely by blunt, affective motivations. Our lab experiments show that when ag-
gregating these decisions, outcomes may not coincide with Beckerian bench-
marks. We now survey some evidence that suggests that cold-glow motivations 
may have large effects for important outcomes in the criminal justice system.

Demand for punishment for private motives can affect aggregate outcomes 
through the behavior of elected officials. First, we note that if punishment of of-
fenders is indeed treated by voters as a private good that is provided at public 
cost, this would lead to demand for punishment even in the absence of clear ef-
fects on crime reduction. There is qualitative discussion of this phenomenon: for 
example, legal sociologist David Garland (2001, p. 133) argues that the most pub-
licized measures (such as three-strike laws or Megan’s Law) have little effect on 
controlling crime but tend to become law because of “their immediate ability to 

Figure 7. Experiment 3: average levels of punishment when takers who are caught lose no 
points (left) or 40 points (right)
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enact public sentiment, to provide an instant response [or] to function as a retal-
iatory measure.”

In addition to descriptive evidence, causal links have been identified: Berdejo 
and Yuchtman (2013) analyze changes in the sentencing behavior of judges 
during election cycles. They find that judicial severity increases when judges are 
close to reelection and thus under political pressure from constituents and that 
sentences become lighter immediately afterward.29 This phenomenon of pre- 
election increase in sentence lengths, immediately followed by a drop, is consis-
tent with a model in which judges’ preferences differ from individual voters’ deci-
sions, which are driven by the cold-glow heuristic.

Cold glow could also directly affect the behavior of judges and thus outcomes 
in the criminal justice system. We view that as a less likely source of influence, 
since judges are specifically trained and make their decisions in a deliberate man-
ner, which perhaps mitigates the effects of cold glow. Recent studies of judicial 
behavior (Posner 2008; Danziger, Levav, and Avnaim-Pesso 2011) put forth at 
least some evidence that judges are subject to predictable biases, so it is not im-
possible that cold glow is a partial motivator of judicial decisions.

In addition, there is evidence in the law and economics literature that argues 
that individuals may not believe that it is fair to factor the probability of capture 
into punishment decisions (see Polinsky and Shavell [2000] for a discussion and 
Sunstein, Schkade, and Kahneman [2000] for two survey-based experiments). 
Punishers’ insensitivity to the probability of capture, an important input in op-
timal deterrence, is a behavior that cold-glow punishers can display. Further un-
derstanding how fair punishment levels are determined is an important direction 
for basic science as well as for practical considerations.

There has been very little research directly assessing the effect of cost structures 
on demand for punishment, even though the question of costs of punishment 
has received attention from policy makers because of the budget crises in many 
states.30 Taking our results to the field, Ouss (2014) investigates the 1996 Cali-
fornia Juvenile Justice Realignment as a natural experiment. Prior to the realign-
ment, sentences were imposed at the county level, but the costs of incarceration 
were borne at the state level and were therefore subsidized from the sentencing 
county’s perspective. The realignment resulted in a discontinuous drop in the 
number of youth committed to juvenile corrections but no discontinuous change 
in the number of juvenile arrests, which suggests that subsidized corrections had 
been overused. Similarly, Ater, Givati, and Rigbi (2014) exploit a quasi-experi-
mental change in the costs of arrests in Israel: the responsibility of housing ar-
restees awaiting trial was transferred from the local police to the prison authority. 
The authors find a sharp increase in arrests as a result of this policy, consistent 

29 Furthermore, Berdejo and Yuchtman find that this variation is the result of discretionary depar-
ture above sentencing guidelines and not greater compliance with them.

30 In particular, in California, one response has been to house inmates in county jails rather than 
state prisons, with the argument that this lowers the overall costs of criminal justice.
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with an imperfect factoring in of total costs of crime reduction when making de-
cisions to arrest.31

Imperfect crowding out of individual punishment preferences by prior pun-
ishments could play a role in labor markets. Having a criminal record has an im-
pact on the employability of an individual (Bushway, Stoll, and Weiman 2007; 
Pager 2007). This can occur through a signaling channel (Rasmusen 1996), where 
conviction is a signal of a poor worker. However, if cold-glow motives are not 
crowded out by prior punishments, there may be a second channel for this effect: 
not hiring an individual who has committed an inappropriate act can function as 
a sanction. Understanding the relative importance of these channels has import-
ant policy implications (for example, policies for shrouding criminal records).

Another interplay between the psychological motivations underlying human 
punishment behaviors and groups’ behaviors can be seen in recent discussions of 
moblike punishment on social media. Individuals who post socially unacceptable 
materials on outlets such as Twitter have subsequently been harassed, doxxed 
(that is, had their personal information such as addresses publicly revealed), and 
otherwise punished by a massive crowd. This has led in some cases to extreme 
emotional trauma, job loss, and very high economic, social, and psychological 
costs for the individuals targeted.32 While in the context of deterrence motives 
for punishment this group response seems excessive (surely a smaller response 
would yield a similar level of deterrence), cold-glow motivations make these 
events less surprising. Technology makes each individual’s act of punishment rel-
atively costless, the public nature of the interactions makes anyone able to join in, 
and the lack of crowding out of one’s desire to punish by others’ choices means 
that no natural mechanism exists to stop the cascade once it begins. Of course, 
individuals also often receive attention and social status in addition to cold glow 
for taking part, so a full explanation of why these incidents occur is of indepen-
dent research interest. However, we argue that the behavioral economics of pun-
ishment are front and center in understanding these phenomena.

Individual decisions are a product of many factors: elections involve many 
nonjudicial dimensions, jurors are prompted to depart from emotions,33 and ex-
act magnitudes of costs or probabilities of apprehension are generally not known 
by voters, juries, or judges. In this way, our lab experiments are somewhat artifi-
cial. However, they allow us to study, in a controlled environment, punishment 
choices that are normally hard to observe in the field. We do not argue that ex-
periments are a substitute for traditional empirical analysis but rather a comple-
ment; experimental methods form an important part of a larger scientific port-
folio. More research is needed, but it seems clear that a richer understanding of 

31 There are many other possible explanations for these results: police officers’ effort provision 
might respond to costs, police evaluations could depend on number of arrests, and so on.

32 For an illustration of online retaliation, see Ronson (2015).
33 For example, French jurors verbally pledge that they will “not listen to hatred or malice or fear 

or affection; [and decide] according to [their] conscience and [their] inner conviction, with the im-
partiality and rigor appropriate to an honest and free man” (C. pr. pén., art. 304, author’s transla-
tion).
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human psychology can be highly valuable in aiding the understanding of import-
ant legal phenomena. We view the growing fields of behavioral and experimental 
law and economics as important contributors to this understanding.

7. Conclusion

Although many legal scholars and philosophers think of moral reasoning as 
driven by rational processes, moral psychology suggests that moral behaviors, in-
cluding punishment of those who break social norms, are driven mostly by emo-
tional reactions, which are then rationalized by conscious processing (Greene 
and Haidt 2002; Haidt 2001). Using such a blunt psychological mechanism that 
is motivated by affective factors to make punishment decisions may sometimes 
collaterally result in social harmony but in other domains can result in either 
highly inefficient over- or underpunishing. Our lab experiments show little evi-
dence that standard rational motives such as deterrence or incapacitation, which 
underpin most economics-of-crime models, are major drivers of individual pun-
ishment decisions.

We argue that understanding the role that more emotional or automatic mech-
anisms play in choosing levels of punishments is important to explain outcomes 
in settings relevant to law and economics, including aggregate outcomes in the 
criminal justice system. We have presented several possible channels through 
which cold-glow motivations can affect these aggregate outcomes.

We have primarily compared cold-glow outcomes with material-welfare- 
maximizing benchmarks, and one may argue that if cold glow is indeed a pa-
rameter in a utility function, then cold glow itself could be a legitimate source of 
individual welfare. However, even if we take cold glow to be a legitimate source 
of welfare, problems can arise. For example, if individuals can select into the role 
of punisher, those with the strongest cold-glow motivation might choose to sort 
into particular positions, and it is unclear that individual maximization will lead 
to socially optimal outcomes even if cold-glow motivations enter into the calcu-
lation of social welfare.

Behavioral and social scientists have increasingly gone beyond studying how 
aggregate outcomes come about and have begun using their skills to help design 
rules of the game that achieve normatively desired outcomes (Roth 2002). These 
types of questions are especially important at the intersections of psychology, 
law, economics, and institutional design (Hauser et al. 2014; Fudenberg and Pey-
sakhovich 2014): in the case of punishment institutions, effective rules will de-
pend on the psychological motivations of the players. Economics as rule design 
is a growing and important part of modern social science, and we hope that our 
results contribute to this important conversation.
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